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Abstract
Supply Chain Management (SCM) is one of the new concepts put into practice in the com tor in Bangladesh

since the late 1990s. At the beginning, Multinational Companies (MNCs) incorporated ain into their

e highly competitive
he business. Direct,

s. To improve the accuracy of
ious forecasting models to help the set of
gainst single classifiers and classifier

material) for the ¢
A supply chain is a ne
Forecasts are by far th

tomer as a final product [1].

of supply chain partners, such as suppliers, manufacturers, distributors, dealers, couriers, etc.

ginning of all supply chain management activities that launch all other supply chain

management actions. However, forecasts play an important role both inside and outside the company [2].

Forecasting is the main driver for planning and decision making at the supply chain and enterprise management level.

Companies are truly professional and rely heavily on the actual numerical value of forecasts to make key decisions such

as capacity building, resource allocation, expansion and integration, upstream and downstream, and so on. The

exploratory study focuses on the following objectives:

e  Understand the practice, management and application of forecasts in the three growing Bangladesh sectors, such as
the life-saving industry, the retail chain and consumer products.

e Limit and resolve demand forecasts.

® Propose a forecast management model in supply chain management.
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Supply chain is defined as a set of entities directly involved in the activities associated with the upstream and
downstream flows of products, services, finances, and/or information from a source to a customer [2]. Supply chains can
be categorized into three groups such as Direct Supply Chain, Extended Supply Chain and Ultimate Supply Chain [3]. In
our problem, we focus on Direct Supply Chain which contains some manufacturers, warehouses and customers. In this
type of supply chain, products of manufacturer are transported to warehouses and customers reach these products through
warehouses. Considering all given definitions above, supply chain management (SCM) can be thought as a process
which deals with the total flow of materials from suppliers through end users [4].

There are various sub-processes of supply chain management which are quite complicated and challenging such as
demand forecasting. Demand forecasting can be summarized as an estimation of a supply chain constituent’s (such as
warehouse, end sale point etc.) expected sales during a specified future period. Forecasting demand correctly for different
curate demand forecasting
ouses is an important task
rehouses with low error

constituents provides planning all processes of supply chain effectively [5]. For instance,

prevents redundant shipping charges or storage costs. Thus, forecasting the demand of
and it forms the motivation of our work. In this research, we study forecasting the dema
rate problem [6].

The aim of the work is to propose a time series prediction model using artificial neural netw
the effectiveness of the proposed approach based on real data from a Alcohol warehouse. output results

ique. Demonstrate

HaixiaSang's et al. (2018) [1] this article presents a simulatio roblem of the rental
housing chain. Unlike most products, the rental unit is a "t ventory problem is complicated
This paper proposes a systematic and flexible process critical decision-making
tools to help them understand and validate invent nted accommodation. The

managers make ongoing decisions.
ChristophFlothmann et al. (2018) nding of the skills needs of supply chain
planners and analysts (SCP & As i different personal preferences of HR managers in relation to the
skills profile. Candidates. Deg total of 243 recruitment-led supply chain leaders

/ Approach

pes of recruitment managers have been identified. The first group is
es with extensive skills in supply chain management. On the other hand,
group prefer ca es with a more balanced skill profile. Originality / value The authors'
pies_to better adapt to the person and the workplace, a determining factor for employee

Shanika L. Wic
product groups or g

asuriya et al. (2018) [3] Major time series collections often have aggregation restrictions due to
aphic areas. Forecasts for the most disaggregated series are usually needed to accurately add
aggregated series foreca onstraint we call "consistency". Forecasting is the process of adjusting forecasts to make
them consistent. We demenstrate that this matrix cannot be estimated in practice due to identifiable conditions. We
propose a new approach to forecasting that includes information from a complete covariance matrix of forecasting errors
to produce a set of consistent predictions. Our approach minimizes the average quadratic error of consistent predictions
between time series and assumes fairness. The minimization problem has a closed form solution. We make this solution
scalable by offering a computationally demanding yield. We evaluate the performance of the proposed method with
respect to alternative methods using a series of simulation projects that take into account the different characteristics of
the time series acquired. This is followed by the empirical application with data on Australian domestic tourism. The
results show that the proposed method works well with artificial and real data.

Gokhan MertYagli et al. (2018) [4] Forecasts for photovoltaic production play an important role in the functioning of the
electricity grid. The forecast is required in different geographical and temporal scales, which can be modeled as
hierarchies. In a geographical hierarchy, global forecasts for the region can be obtained directly by forecasting the
regional time series or by aggregating the individual forecasts for the sub-regions. This results in a problem known as
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total inconsistency, as it is probable that both sets of predictions differ due to the uncertainties of the model. Therefore,
the practice is not optimal. A statistically optimal aggregation, called reconciliation, provides consistent predictions. The
comparison helps system operators to have greater foresight at the regional level, eventually leading to effective system
planning. This document focuses on improving the accuracy of correspondence. Furthermore, the impact of detailed and
aggregated forecasts on final concerted forecasts was analyzed. In California, 318 simulated photovoltaic plants were
used to establish a geographical hierarchy. Aggregate predictions based on the numerical prediction of time are obtained
with model output statistics and models of artificial neural networks. In the agreed forecasts, significant improvements
are observed without the use of exogenous information.

Lindsay R. Berry et al. (2018) [5] we introduce a new Bayesian methodology for consumer sales forecasts. Focusing on
multi-step forecasting of daily sales of many supermarket items, we adapt dynamic counter models to predict each
customer's transactions and introduce new cascaded dynamic models to predict the numbér of items per transaction.
These transaction and sales models can include predictors of time, season, price, action, mness, and other points of
sale for individual items. Sequential Bayesian analysis involves rapid parallel filtering o led element groups and
can be adapted to elements that may have very different properties. A multi-scale app ws the exchange of

Christoph Fl6thmann et al. (2018) [7] this exploratory stu supply chain managers (SCEs).
Motivated by career theory, our ideas create new insi careers that lead to SCE
positions. Based on an optimal matching analysis, w isti i Es. They differ in terms of

grow, forecasting the de of the demand forecasting models rely on a single
classifier or a simple combinatio . prove demand forecasting accuracy, author investigated

forecasting pe n this paper, we
networks rting demand forec
classifi

se a methodology to combine various forecasting models using neural
ing. The proposed methodology is tested against single classifiers and

er for su

HIL.METHODOLOGY

Demand and sales forecasts are one of the key characteristics of manufacturers, resellers and retailers. By balancing
supply and demand, they reduce inventory and excess inventory and improve profitability. If the producer wants to
satisfy the overestimated demand, overproduction leads to further storage linking the surplus stock. On the other hand, an
undervalued demand leads to unrealized orders, lost sales opportunities and reduced service levels. Both scenarios lead to
an inefficient supply chain. Therefore, accurately predicting the demands of participants in the supply chain is a
challenge.

The ability to predict the future from past data is an important tool for supporting individual and organizational decisions.
TSF (Time Series Forecasting) aims in particular to predict the behavior of complex systems looking only at the past
trends of the same phenomenon. The forecast is an integral part of supply chain management. Traditional forecasting
methods are subject to severe limitations that affect forecasting errors. Artificial Intelligence have proven to be useful
techniques for forecasting demand due to their ability to support non-linear data.
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Artificial intelligence forecasting techniques have been receiving much attention lately in order to solve problems that are
hardly solved by the use of traditional methods. They have been cited to have the ability to learn like humans, by
accumulating knowledge through repetitive learning activities. Therefore, the objective of the research is to propose new
forecasting techniques via the artificial approaches to manage demand in a fluctuating environment. In this study, a
comparative analysis based on neural techniques is presented for customer demands in a multi-level supply chain
structure. The artificial techniques used in this study are explained below.

In the current scenario, an algorithm is proposed which provide a way to predict the warehouse and retail sales
forecasting in supply chain management.

Figure 1 shows the overall architecture for prediction/forecast the demand or warehouse sales. The proposed work is
designed for forecasting the sales/demand using ensemble support vector machine. The result is performed over short as
well as long term forecasting. Following diagram describes flow of demand forecasting System.

Historical
Data Set

Nommalization

Data Splitting

Traming

Testing
Data

Data

Ensemble Support Vector
Machine (ESVM)

Demand/Sales
Forecast

Figure 1: Flow Diagram of Demand Forecasting

Input: D {Historical Warehouse Sales Data};

Output: Sales/Demand Forecast Weekly as well as Monthly
Stepl: Normalization of data, D

Step2: For each entity in D, do

Find feature vector (V) from D

Step 3: For each V do

Predict using Ensemble Support Vector Machine (ESVM)
Step 4: Determine the error

Find Performance Parameters i.e. RMSE, MAPE

end for

A. Historical Data Collection

This Dataset is for Warehouse and Retail Sales monthly data from January, 2017 to March, 2018. Total Number of Data
is 128355. Warehouse and Retail Sales dataset contains a list of monthly sales of Alcoholic drink and non-alcoholic
drinks [30].

B. Ensemble Support Vector Machine

The SVM has two drawbacks. First, since it is originally a model for the binary-class classi6cation, we should use a
combination of SVMs for the multi-class classi6cation. Methods for combining SVMs for the multi-class classi6cation is
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also there but the performance does not seem to improve as much as in the binary classi6cation. Second, since learning of
the SVM is a very time consuming for a large scale of data, we should use some approximate algorithms.

Using the approximate algorithms can reduce the computation time, but degrade the classi6cation performance. To
overcome the above drawbacks, we propose to use the SVM ensemble. We expect that the SVM ensemble can improve
the classi6bcation performance greatly than using a single SVM by the following fact. Each individual SVM has been
trained independently from the randomly chosen training samples and the correctly classi6ed area in the space of data
samples of each SVM becomes limited to a certain area. We can imagine that a combination of several SVMs will
expand the correctly classi6ed area incrementally. This implies the improvement of classi6cation performance by using
the SVM ensemble. Likewise, we also expect that the SVM ensemble will improve the classi6cation performance in case
of the multi-class classi6cation.

The SVM has been known to show a good generalization performance and is easy t
global optimum [2]. Because of these advantages, their ensemble may not be considere
classi6cation performance greatly. However, since the practical SVM has been implem
algorithms in order to reduce the computation complexity of time and space, a singl
parameters for the global optimum. Sometimes, the support vectors obtained from the learnin
all unknown test examples completely. So, we cannot guarantee that a
classi6cation performance over all test examples.

n exact parameters for the
ethod for improving the
ing the approximated

To overcome this limitation, we propose to use an ensemble of support vector machines. Similar arguments mentioned
above about the general ensemble of classibers can also be applied to the ensemble of support vector machines. Fig. 2
shows a general architecture of the proposed SVM ensemble. During the training phase, each individual SVM is trained
independently by its own replicated training data set via a bootstrap method.

I (x)

Aggregation
Strategy

SVM_1 SVM_2

u;gt:xa TRI(X) TR:(X) ese . TR:(X) tost data set
boolstrapping
{raining dala set
’ Figure 2: Architecture of the Ensemble SVM

Many methods for constructing an ensemble of classi6ers have been developed. The most important thing in constructing
the SVM ensemble is that each individual SVM becomes different with another SVM as much as possible.

This requirement can be met by using different training sets for different SVMs. Some methods for selecting the training
samples are bagging, boosting, randomization, stacking and bagging. Among them, we put focus on the representative
methods such as bagging.

Bagging First, we explain a bagging technique to construct the SVM ensemble. In bagging, several SVMs are trained
independently via a bootstrap method and then they are aggregated via an appropriate combination technique. Usually,
we have a single training set TR = {(x;; y)li=1;2,............... A}
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But we need K training samples sets to construct the SVM ensemble with K independent SVMs. From the statistical fact,
we need to make the training sample sets different as much as possible in order to obtain higher improvement of the
aggregation result. Each example x; in the given training set TR may appear repeated times or not at all in any particular
replicate training data set. Each replicate training set will be used to train a certain SVM.

C. Performance Evaluation Parameters

Root Mean Square Error (RMSE): RMSE is a parameter that determines the difference in squares between the output and
the input.

RMSE = VMSE ey

Where, MSE= Mean Square Error

MSE of any estimator (classifier) measures the average squares of errors or deviations, i; erence between the

estimator and what is estimated. MSE is a risk function corresponding to the expected value d error loss.

1
MSE = N (Target,qe — Obtained,qpye) 2)

Mean Absolute Percentage Error (MAPE): The mean absolu i re of the predictive
accuracy of a forecasting method in statistics, for exampl: imati . sually expresses the precision in
percentage and is defined by the formula:

L .
MAPE = ﬂ Target,q1ue — Obtained
n

i=1

Targetvalue

cted demand for the next weekly sale or monthly sale. M-file programs
ed support vector machine technique. The proposed methodology is

The performance 0

proposed methodology for warehouse and retail sales forecasting is performed weekly. The
weekly demand foreca i

s”also termed as short term prediction. The performance of the ensemble support vector

machine is showed by p eters such as MAPE as well as RMSE.

Table I: Result analysis for Weekly Demand Forecasting

Actual Forecasted
Week Demand Demand MAPE RMSE
IST 480 480 0.0746577 | 0.0484564
WEEK ’ ’
2ND
WEEK 778 778 0.0205923 | 0.0467737
3RD
WEEK 817 816 0.0105534 | 0.0576028
4TH 871 871 0.0059323 | 0.0551642
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WEEK

B.  Monthly Result Analysis

The performance of the proposed methodology for warehouse and retail sales forecasting is performed monthly from
April-2017 to February-2018. The weekly demand forecasting is also termed as long-term prediction. The performance
of the ensemble support vector machine is showed by parameters such as MAPE as well as RMSE.

Table II: Monthly Demand Forecasting of Warehouse Sales

Actual Forecasted
Month Demand Demand MAPE RMSE
April-17 299 299 1.70815e-07 | 0.0487264
May-17 367707 367715 1.53885e-08 | 0.043823
Jun-17 379457 379467 2.08708e-08 | 0.044035

0.0415644

Jul-17 444 444

Aug-17 757291 757302

Sep-17 533680 1.35378e-08

Oct-17 1741060 7.90376e-10

Nov-17 341446

Dec-17 2, 50 2391280

Jan-18 254532 4540 0.0437386

2910420 2.48537e-10 | 0.0436792

0.09445002 | 0.0441102

bines multiple machine learning models in order to forecast demands of
levels termed as Stacked MLP with SMO, Bayesian Network and Linear

e-year real sales data of a national dried fruits and nuts company from

ble III: Comparative Performance Evaluation for Demand Forecasting

Techniques MAPE

Proposed Methodology 9%

Stacked MLP with SMO, Bayesian 12,79
Network and Linear Regression [8] e
Stacked Generalization [8] 21.9%
Bayesian Network [8] 17.5%
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Stacked Generalization with Bayesian 20.5%
Network and Linear Regression [8] =7
Stacked Generalization with Bayesian 20.3%
Network, MLP and Linear Regression [8] =7
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For the optimum balancing the better forecasting is important factor and by using

Artificial Intelligence. Techni i i identify the realistic demand of future in various

forecast (4-6
e Maximum MAPE

so that it respond quickly to immediate changes on both the supply and demand side.

been calculated in the month Feb 2018 which is 2.48537e-10.

e To successfully esti emand, the current and future marketing plans. This will help estimate any the increased the
demand for any produet. Where possible, review the competitors’ promotions and if any of them had successes with
something that you haven’t done.

Now a days Artificial Intelligence is a best method to enhance the supply chain management and recent research shows
that for the deep learning process is introduced for optimizing various conditions in supply chain management.
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